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Registration of pre- and intra-interventional data is one of the key technologies for image-guided radia-
tion therapy, radiosurgery, minimally invasive surgery, endoscopy, and interventional radiology. In this
paper, we survey those 3D/2D data registration methods that utilize 3D computer tomography or mag-
netic resonance images as the pre-interventional data and 2D X-ray projection images as the intra-inter-
ventional data. The 3D/2D registration methods are reviewed with respect to image modality, image
dimensionality, registration basis, geometric transformation, user interaction, optimization procedure,
subject, and object of registration.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Image registration is one of the enabling technologies for im-
age-guided radiation therapy (IGRT) (Jaffray et al., 2007, 2008), im-
age-guided radiosurgery (IGRS) (Chang et al., 2003; Dieterich et al.,
2008; Romanelli et al., 2006a) and image-guided minimally inva-
sive therapy (IGMIT) which includes a wide variety of therapies
in surgery (Peters, 2006; Germano, 2000; Peters and Cleary,
2008), endoscopy (Mayberg et al., 2005) and interventional radiol-
ogy (Mauro et al., 2008). Registration is concerned with bringing
the pre-intervention data (patient’s images or models of anatomi-
cal structures obtained from these images and treatment plan) and
intra-intervention data (patient’s images, positions of tools, radia-
tion fields, etc.) into the same coordinate frame (Peters, 2006;
Sauer, 2005; Galloway, 2001; DiMaio et al., 2007; Yaniv and Cleary,
2006; Romanelli et al., 2006a,b; Avanzo and Romanelli, 2009). Cur-
rently, the pre-interventional data are three-dimensional (3D)
computed tomography (CT) and magnetic resonance (MR) images,
while the intra-intervention data are either two-dimensional (2D)
ultrasound (US), projective X-ray (fluoroscopy), CT-fluoroscopy,
and optical images, or 3D images like cone-beam CT (CBCT) and
US, or 3D digitized points or surfaces. MR images are still seldom
used intra-interventionaly. With respect to intra-interventional
data dimensionality, registration is thus either 3D/2D or 3D/3D.

All the above mentioned medical specialties benefit from image
registration through easier and better guidance of an intervention
ll rights reserved.
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leading to reduced invasiveness and/or increased accuracy. In
image-guided minimally invasive surgery, the registration of
pre- and intra-interventional data and instrument tracking provide
surgeon with information about the current position of his instru-
ments relative to the planned trajectory, nearby vulnerable struc-
tures, and the ultimate target. In image-guided endoscopy, 3D
virtual images of the anatomy and pathology are generated from
pre-interventional images and registered to real-time live endo-
scopic images to provide augmented reality which enables display
of anatomical structures that are hidden from the direct view by
currently exposed tissues. In interventional radiology, registration
of the pre-interventional image to the X-ray fluoroscopic or US im-
age allows visualization of tools, like catheters and needles, in 3D
which can greatly improve guidance. In external beam radiother-
apy, registration of planning CT images and daily pre-treatment
images allow precise patient positioning, which is of utmost
importance for exact dose delivery to the target and for avoiding
irradiation of healthy critical tissue. Throughout this survey the
term image-guided interventions (IGI) is used to describe IGRT,
IGRS, and IGMIT because, as already Peters and Cleary (2008)
noted, IGI covers the widest range of surgical and therapeutic pro-
cedures. In the literature the terms image-guided therapy (IGT),
image-guided surgery (IGS) and image-guided procedures (IGP)
are often used instead of IGI.

The aim of this paper is to survey those 3D/2D data registration
methods which use a 3D CT or MR pre-interventional image and
one or more intra-interventional 2D X-ray projection images as
sources of data to be registered. The 3D/3D registration methods
where the intra-interventional image is a CBCT, CT, MR, or US
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image (Jaffray et al., 2002; Pouliot et al., 2005; Jolesz, 2005; Penney
et al., 2006) and 3D/2D volume-to-slice (Comeau et al., 2000; Wein
et al., 2008; Micu et al., 2006; Birkfellner et al., 2007; Frühwald
et al., 2009; Hummel et al., 2008; Fei et al., 2003) and (endoscopic)
volume-to-video (Mori et al., 2002, 2005; Bricault et al., 1998;
Deligianni et al., 2004, 2006; Burschka et al., 2005) registrations
are beyond the scope of this review. Besides, registration methods
that are based on intra-interventional data extracted from the pa-
tient’s skin surface or surfaces of exposed anatomical structures
are also not reviewed. Nevertheless, other means of establishing
3D/2D registration that do not rely solely on X-ray images are
mentioned where suitable. Although the term 2D/3D registration
is more frequently used to describe registration in scope of this pa-
per, we consistently use the term 3D/2D registration instead, since
the 3D image is transformed to achieve the best possible corre-
spondence with the 2D image(s), as shown in the following section.

2. Alignment of pre- and intra-interventional patient data

In IGI, registration is used to align the pre- and intra-interven-
tional data just before and often also during an intervention in such
a way that corresponding anatomical structures in the two data
sets are aligned. The data sets to be registered are defined in dis-
tinct spaces or coordinate systems. The 3D pre-interventional data
is defined in the data (image) coordinate system Spre. The intra-
interventional 3D data is defined either in some world (patient,
treatment room) coordinate system Sw or data coordinate system
Sintra, while the 2D intra-interventional data is always defined in
data coordinate system Sintra (Fig. 1). If the intra-interventional
data is defined in Sintra, a rigid transformation Tcalib has to be de-
fined by calibrating the intra-interventional data acquisition device
to relate Sintra to Sw (Fig. 1) (van de Kraats et al., 2006; Livyatan
et al., 2002; Hofstetter et al., 1999).

Let x3D
A ; x3D

B , and x2D
Bj ; j ¼ 1;2; . . . ;N, denote points of the pre-

interventional data A, intra-interventional data B and N intra-
interventional data Bj, defined over the domains XA � R3;

XB � R3, and XBj � R2; j ¼ 1;2; . . . ;N, respectively. Besides, let
Aðx3D

A Þ; Bðx3D
B Þ, and Bjðx2D

Bj Þ; j ¼ 1;2; . . . ;N, denote values of data A,
B, and Bj, at positions x3D

A ; x3D
B , and x2D

Bj ; j ¼ 1;2; . . . ;N, respectively.
The values can be intensities of the raw images or any data, even
the points x3D

A ; x3D
B , and x2D

Bj ; j ¼ 1;2; . . . ;N, themselves, extracted
from these images or obtained by other means (e.g., tracked
Fig. 1. Geometrical setup of the registration of a 3D image to two 2D X-ray
projection images. sj and sj+1 are the positions of the X-ray sources related to the jth
and (j + 1)th 2-D images defined in coordinate systems Sintra,j and Sintra,j+1,
respectively. Sw is the world coordinate system and Spre is the coordinate system
of the pre-interventional 3D image. Tcalib,j are the rigid transformations between
Sintra,j and Sw. T is the transformation between Spre and Sw that is searched for by
registration. A rigid transformation T is defined by six parameters tx, ty, tz, xx, xy

and xz.
probe). Registration is concerned with finding the transformation
T that defines the pose of Spre in Sw (Fig. 1). The transformation T
is found by transforming the data set Aðx3D

A Þ into ATðx3D
A Þ until

ATðx3D
A Þ is best aligned with Bðx3D

B Þ or Bjðx2D
Bj Þ; j ¼ 1;2; . . . ;N. A cor-

rect registration will allow any point defined in Spre to be precisely
located in Sw and/or Sintra. Depending on the type and dimension-
ality of data, the transformation T can be obtained by either
3D/3D image-to-patient, 3D/3D image-to-image, or 3D/2D image-
to-image registration.

In case of 3D/3D image-to-patient registrations, no intra-inter-
ventional images are taken but corresponding isolated points or
point clouds ðAðx3D

A Þ ¼ x3D
A ; Bðx3D

B Þ ¼ x3D
B Þ representing surfaces,

are determined in the pre-interventional image and patient, and
registered (Peters, 2006):

T : ATðx3D
A Þ () Bðx3D

B Þ: ð1Þ

Here, T is a spatial mapping because it maps only between coordi-
nates. Isolated point-based registration methods use intrinsic ana-
tomical landmarks (Zinreich et al., 1993; Colchester et al., 1996)
or extrinsic markers integrated into a stereotactic frame (Galloway
and Maciunas, 1990) or dental cast (Bale et al., 2000), skin-affixed
(Colchester et al., 1996) or bone-implanted (Maurer et al., 1997).
The landmarks and markers must be visible in pre-interventional
images, while intra-interventionaly their position is typically de-
fined by a tracked probe. Registration methods that rely on surfaces
match a digitized patient surface, obtained intra-interventionaly by
laser range scanning (Miga et al., 2003; Audette et al., 2003) or a
stereo-based reconstruction method (Colchester et al., 1996; Sun
et al., 2005), to the corresponding surface obtained by segmentation
of the pre-interventional image.

In case of 3D/3D image-to-image registrations, patient images
Bðx3D

B Þ like MR and CBCT images are acquired intra- interventionaly
(Jolesz, 2005; Jaffray et al., 2002; Pouliot et al., 2005). If the trans-
formation Tcalib is known, the relation of Sintra to Sw is also known,
and the transformation T is defined by transforming the data set
Aðx3D

A Þ into ATðx3D
A Þ until ATðx3D

A Þ is best aligned with Bðx3D
B Þ:

T : ATðx3D
A Þ () Bðx3D

B Þ: ð2Þ

In this case the transformation T is a more complete mapping then
in the previous case because it incorporates image resampling and
interpolation, and maps both positions and associated image values
(Hill et al., 2001). The 3D/3D rigid and non-rigid mono- and multi-
modal registration problems are well studied and numerous good
solutions are available (Maurer and Fitzpatrick, 1993; Maintz and
Viergever, 1998; Hill et al., 2001; Pluim et al., 2003).

The term 3D/2D image-to-image registration can refer either to
alignment of 3D spatial data to a single tomographic slice or to
alignment of 3D spatial data to projective data (Maintz and Vierg-
ever, 1998). In the first case, referred to as volume-to-slice registra-
tion, each value of the 2D slice image Bðx2D

B Þ from FluoroCT
(Birkfellner et al., 2007; Frühwald et al., 2009; Micu et al., 2006),
MRI (Fei et al., 2003) or US (Wein et al., 2008; Hummel et al.,
2008; Comeau et al., 2000) obtained during the intervention, has
a corresponding value in the 3D image Aðx3D

A Þ (one-to-one map-
ping) and as such can be considered an extreme case of 3D/3D reg-
istration where one of the images is reduced to a single slice. As in
3D/3D image-to-image registration, the relation between Sintra and
Sw is defined by the transformation Tcalib. The transformation T is
defined by transforming the data set Aðx3D

A Þ into ATðx3D
A Þ until an

oblique reformatted slice ATðx2D
A Þ taken from the high resolution

3D data set ATðx3D
A Þ is best aligned with image Bðx2D

B Þ:

T : SðATðx3D
A ÞÞ ¼ ATðx2D

A Þ () Bðx2D
B Þ; ð3Þ

where S denotes the derivation of a reformatted slice from the 3D
image data ATðx3D

A Þ. In contrast, when aligning the 3D spatial data to
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projective data, the one-to-one correspondence between 3D and 2D
data is not valid and therefore fundamentally different registration
approaches in comparison to volume-to-slice registration are re-
quired. In 3D/2D image-to-image registrations of 3D spatial and
2D projective data, N 2D patient images Bjðx2D

Bj Þ; j ¼ 1;2; . . . ;N, are
acquired intra-interventionaly. Again, if the transformation Tcalib is
known, the relations of Sintra,j to Sw are also known. Because of the
different dimensions of the data sets to be registered, the transfor-
mation T is defined by transforming the data set Aðx3D

A Þ into ATðx3D
A Þ

until the projections of ATðx3D
A Þ onto the domains XBj are best

aligned with images Bjðx2D
Bj Þ; j ¼ 1;2; . . . ;N:

T : PjðATðx3D
A ÞÞ ¼ Ajðx2D

Aj Þ () Bjðx2D
Bj Þ; 8j; ð4Þ

or until ATðx3D
A Þ is best aligned with the back-projections or recon-

structions of Bjðx2D
Bj Þ into the domain XA:

T : ATðx3D
A Þ () Bjðx3D

Bj Þ ¼ BjðBjðx2D
Bj ÞÞ; 8j; ð5Þ

or

T : ATðx3D
A Þ () Bðx3D

B Þ ¼ R Bjðx2D
Bj Þ; j ¼ 1;2; . . . ;N

n o
; ð6Þ

respectively. The Pj; j ¼ 1;2; . . . ;N, are projection matrices defining
projections of points in 3D onto each of the N 2D planes and are ob-
tained by calibrating the intra-interventional imaging device (van
de Kraats et al., 2006; Livyatan et al., 2002; Hofstetter et al.,
1999). The Bj; j ¼ 1;2; . . . ;N, are corresponding back-projection
matrices and R is a reconstruction function. The transformation T
is again a complete mapping that incorporates image resampling
and interpolation, and maps both positions and associated image
values.

3. Survey of 3D/2D registration methods

Maintz and Viergever (1998) proposed a classification of image
registration methods according to: image modality (Section 3.1),
image dimensionality (Section 3.2), nature of the registration basis
Table 1
Classification of 3D/2D registration methods according to image modality.

1.a Quasi-intra-modal: CT to diagnostic X-ray

Adler et al. (1999), Aouadi and Sarry (2008), Birkfellner et al. (2003, 2009), Byrne et
Dennis et al. (2005), de Bruin et al. (2008), Dong et al. (2008), Feldmar et al. (1997),
Gong et al. (2006), Gottesfeld Brown and Boult (1996), Groher et al. (2007b,a), Guezi
Imamura et al. (2002), Jans et al. (2006), Jaramaz and Eckman (2006), Jin et al. (2006
Knaan and Joskowicz (2003), Kubias et al. (2007), Lavallee and Szeliski (1995), Liao e
Mahfouz et al. (2005), Markelj et al. (2008), Munbodh et al. (2006), Murphy (1997, 1
Prümmer et al. (2006), Rohlfing et al. (2005a,b), Roth et al. (1999), Russakoff et al. (2
Tomaževič et al. (2003, 2007, 2006), Turgeon et al. (2005), Weese et al. (1997b, 1999
Zheng et al. (2006b, 2008), Zöllei et al. (2001)

1.b Quasi-intra-modal: CT to portal image

Gilhuijs et al. (1996b), Clippe et al. (2003), Khamene et al. (2006), Bansal et al. (1999
Sirois et al. (1999), Sarrut and Clippe (2001), Remeijer et al. (2000), Munbodh et al. (

2.a Multi-modal: MR to diagnostic X-ray

Alperin et al. (1994), Benameur et al. (2003, 2005a,b), Brunie et al. (1993), Bullitt et
De Buck et al. (2005), Florin et al. (2005), Hipwell et al. (2003), Jomier et al. (2006), K
McLaughlin et al. (2005), Miquel et al. (2006), Qi et al. (2008), Rhode et al. (2003, 20
Tomaževič et al. (2003, 2006), Zikic et al. (2008), Zheng et al. (2007), Vermandel et a

3.a Model-to-modality: 3D statistical model of anatomy to diagnostic X-ray

Lamecker et al. (2006), Fleute and Lavallee (1999), Tang and Ellis (2005), Hurvitz and
Yao and Taylor (2003), Zheng et al. (2006a)

3.b Model-to-modality: 3D geometrical model of an implant to diagnostic X-ray

Banks and Hodge (1996), Fukuoka and Hoshino (1999), Hermans et al. (2007a), Hoff
Wunsch and Hirzinger (1996), Yamazaki et al. (2004), Qi et al. (2008), LaRose (2001,
Zuffi et al. (1999)
(Section 3.3), geometric transformation (Section 3.4), user interac-
tion (Section 3.5), optimization procedure (Section 3.6), subject
(Section 3.7), and object of registration (Section 3.8). Publications,
dealing with 3D/2D CT or MR to X-ray image registrations, are next
reviewed in view of this classification.
3.1. Image modality

According to the image modalities involved, the reviewed
3D/2D registrations can be classified as quasi-intra-modal,
multi-modal or model-to-modality. In quasi-intra-modal 3D/2D im-
age registrations, CT is the pre-interventional modality and X-ray
imaging is the intra-interventional modality. Although, the imag-
ing principle in both modalities is the same, different photon ener-
gies and detector characteristics are used for image acquisition.
Furthermore, other factors like scattered radiation and shading
artifacts like the heel effect also contribute to differences in inten-
sities. In multi-modal 3D/2D image registrations, MRI is used as the
pre-interventional modality and X-ray imaging is the intra-inter-
ventional modality. For each of the modalities involved in
quasi-intra-modal and multi-modal 3D/2D registrations, different
acquisition protocols and contrast agents may be used. The X-ray
images can be obtained at diagnostic energies (40–100 KeV) which
yield high contrast X-ray images, or at treatment energies (2–
20 MeV) yielding low contrast portal images. Depending on the
X-ray energy, various types of X-ray detectors (image intensifier,
digital X-ray detector, electronic portal imaging device) are avail-
able (Kirby and Glendinning, 2006). Since CT and X-ray imaging
are based on the same principle and especially when they both ac-
quire images at diagnostic energies, they are more closely related
and thus easier to be registered than, for example, MR and X-ray
images. The reviewed publications on 3D/2D CT to diagnostic
X-ray image registration are given in Table 1, 1.a, publications on
CT to portal image registration are given in Table 1, 1.b, while pub-
lications on MR to X-ray registrations are given in Table 1, 2.a.
Model-to-modality 3D/2D registrations are used in cases when no
al. (2004), Chen et al. (2007b, 2006, 2008), Cyr et al. (2000)
Florin et al. (2005), Fregly et al. (2005), Fu and Kuduvalli (2008a, 2008b)
ec et al. (1998, 2000), Hamadeh et al. (1998), Ho et al. (2007)
), Jonic et al. (2003), Kerrien et al. (1999), Kim et al. (2005, 2007)
t al. (2006), Lemieux et al. (1994), Livyatan et al. (2003)
999), Nakajima et al. (2002, 2007), Penney et al. (1998, 2001, 2007)
003, 2005a), Russakoff et al. (2005b), Sundar et al. (2006), Tang et al. (2004b,a)
), Wein et al. (2005), You et al. (2001), Zhang et al. (2006)

), Bansal et al. (2003), Chelikani et al. (2006), Aird and Conway (2002)
2007), Munbodh et al. (2008, 2009), Kim et al. (2001)

al. (1999), Chan et al. (2004), Chung et al. (2002)
ita et al. (1998), Liu et al. (1998), Markelj et al. (2007, 2008)

05), Rohlfing and Maurer (2002), Sundar et al. (2006)
l. (2006), van de Kraats et al. (2005b)

Joskowicz (2008), Sadowsky et al. (2006, 2007)

et al. (1998), Jaramaz and Eckman (2006), Kaptein et al. (2003)
2000b), Mahfouz et al. (2003), Penney et al. (2007)



Fig. 3. 3D/2D registration based on back-projection strategy.
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pre-interventional images are available, cannot be acquired, or are
not needed. A model can be a 3D statistical model of an anatomy
(Table 1, 3.a) or an exact 3D geometrical model of an implant (Ta-
ble 1, 3.b).

3.2. Image dimensionality

To perform 3D/2D registration, the 3D and 2D data have to be
brought into dimensional correspondence. Dimensional correspon-
dence can be achieved either by transforming the 3D data into 2D
or by transforming the 2D data into 3D. While the former approach
leads to 2D/2D registration(s), the latter approach leads to a 3D/3D
registration. More specifically, dimensional correspondence can be
achieved either by the projection, back-projection, or reconstruction
strategy.

By the projection strategy (Fig. 2), the 3D data is projected onto
N planes XBj, j = 1,2,. . .,N, of the intra-interventional 2D projection
data Bjðx2D

Bj Þ using the N projection matrices Pj, associated with
Bjðx2D

Bj Þ; j ¼ 1;2; . . . ;N. The registration is then performed by opti-
mizing the sum of criterion functions CF2D

j ; j ¼ 1;2; . . . ;N:

_T ¼ arg max
T

XN

j¼1

CF2D
j

¼ arg max
T

XN

j¼1

CF2D
PjðATðx3D

A ÞÞ; Bjðx2D
Bj Þ

� �
: ð7Þ

By the back-projection strategy (Fig. 3), each of the N 2D intra-inter-
ventional data Bjðx2D

Bj
Þ is back-projected into the 3D space using cor-

responding back-projection matrices Bj; j ¼ 1;2; . . . ;N. Similarly to
the projection strategy, the registration is then performed by opti-
mizing the sum of criterion functions CF3D

j ; j ¼ 1;2; . . . ;N, each cal-
culated on the basis of the 3D pre-interventional data and one of the
back-projected intra-interventional 2D data:

_T ¼ arg max
T

XN

j¼1

CF3D
j

¼ arg max
T

XN

j¼1

CF3D ATðx3D
A Þ;BjðBjðx2D

Bj ÞÞ
� �

: ð8Þ

By the reconstruction strategy (Fig. 4), a reconstruction function R is
used to reconstruct the 3D intra-interventional data Bðx3D

B Þ from N
Fig. 2. 3D/2D registration based on projection strategy.

Fig. 4. 3D/2D registration based on reconstruction strategy.
2D intra-interventional data Bjðx2D
Bj Þ : Bðx3D

B Þ ¼ RðB1ðx2D
B1
Þ; . . . ;

BNðx2D
BN
ÞÞ. Registration is then performed by optimizing the criterion

function CF3D calculated between the pre-interventional and the
reconstructed 3D data:

_T ¼ arg max
T

CF3D ATðx3D
A Þ;Bðx3D

B Þ
� �

: ð9Þ

In clinical practice, it is desired to keep the number of X-ray images
to a minimum due to acquisition and reconstruction times and due
to radiation exposure constraints. While in case of the projection
and back-projection strategies one 2D image might be enough to
achieve 3D/2D registration, the reconstruction approach requires
at least two but preferably more 2D images to build a 3D image
of sufficient quality to enable accurate and robust registration to
the high-quality pre-interventional image. Generally, the more
intra-interventional images are used for reconstruction the better
is the registration accuracy. A detailed review of the 3D/2D



1 Banks and Hodge (1996), Benameur et al. (2003), Benameur et al. (2005a),
Benameur et al. (2005b), Feldmar et al. (1997), Fregly et al. (2005), Hoff et al. (1998),
Kaptein et al. (2003), Lamecker et al. (2006), Murphy (1997), Murphy (1999), Brunie
et al. (1993), Chen et al. (2006), Fleute and Lavallee (1999), Gilhuijs et al. (1996b),
Gueziec et al. (1998, 2000), Hamadeh et al. (1998), Lavallee and Szeliski (1995),
Wunsch and Hirzinger (1996), Yamazaki et al. (2004), Zuffi et al. (1999), Cyr et al.
(2000), Hermans et al. (2007a), Fukuoka and Hoshino (1999).

2 Alperin et al. (1994), Banks and Hodge (1996), Benameur et al. (2003, 2005a,b),
Bullitt et al. (1999), Feldmar et al. (1997), Florin et al. (2005), Fregly et al. (2005),
Groher et al. (2007b,a), Hoff et al. (1998), Kaptein et al. (2003), Kita et al. (1998),
Lamecker et al. (2006), Murphy (1997, 1999), Zikic et al. (2008), Liu et al. (1998), Cyr
et al. (2000), Hermans et al. (2007a), Sundar et al. (2006), Fukuoka and Hoshino
(1999), Zheng et al. (2007).
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registration methods with respect to the described strategies and
the nature of registration basis is given in the following Section 3.3.

3.3. Nature of registration basis

Regardless of the strategy for achieving dimensional correspon-
dence, 3D/2D registration methods can be classified as extrinsic,
intrinsic or calibration-based. The intrinsic methods are further clas-
sified as feature-, intensity- or gradient-based.

3.3.1. Extrinsic 3D/2D registration methods
Extrinsic methods rely on artificial objects like stereotactic

frames (Jin et al., 2006) or a small number of markers attached
to frames, dental casts, or implanted into bone (Gall et al., 1993;
Tang et al., 2000), soft tissue (Shirato et al., 2000; Litzenberg
et al., 2002; Aubry et al., 2004; Choi et al., 2005; Christie et al.,
2005; Goodman and Koong, 2005; Mu et al., 2008; de Silva et al.,
2006) or skin-affixed (Soete et al., 2002; Schweikard et al., 2004,
2005). Markers which are usually spheres (stainless steel beads,
hollow plastic balls filled with an aqueous solution, gold seeds,
etc.) are designed to be well detectable in images obtained by both
the 3D and 2D imaging modalities. While stereotactic frames and
bone implanted markers are rigidly attached to bone, skin markers
and markers implanted into soft tissue can move due to skin elas-
ticity or soft tissue deformation. In addition, markers may also mi-
grate from their original implanted positions (Imura et al., 2005).
Nevertheless, in radiation therapy and radiosurgery, marker-based
registration is a common approach for patient positioning when
irradiating tumors in soft tissues, such as those in the liver (Choi
et al., 2005), lung (Schweikard et al., 2004, 2005; Christie et al.,
2005; Shirato et al., 2000), prostate (Litzenberg et al., 2002; Aubry
et al., 2004) and pancreas (Goodman and Koong, 2005), where
there are no nearby bony structures to provide a reliable reference.
All three strategies for achieving dimensional correspondence,
have been used for marker-based 3D/2D registrations. In Shirato
et al. (2000) the projection strategy was applied by which the posi-
tions of markers in a 3D image were projected into 2D where reg-
istration was performed. A back-projection strategy was applied by
Tang et al. (2000). Virtual 3D rays were established by connecting
each of the markers identified in 2D intra-interventional image
with the X-ray source. Registration was then performed by rigidly
transforming the markers found in the 3D pre-interventional
image until their distance to the virtual rays was minimized. In
Litzenberg et al. (2002) and Aubry et al. (2004) the reconstruction
strategy was applied by which the 3D positions of markers were
reconstructed from their positions in several 2D images and regis-
tered with markers found in the 3D pre-interventional image.

Registration of images based on extrinsic markers is straightfor-
ward, fast due to the sparse data, and does not require complex
optimization algorithms. If point correspondences are known, sev-
eral closed form solutions, which are optimal in the least squares
sense, are most often used (Horn, 1987; Arun et al., 1987;
Umeyama, 1991; Murphy, 2002; Skrinjar, 2006). Furthermore,
error analysis and error prediction for these methods has been
thoroughly studied (Fitzpatrick et al., 1998; Fitzpatrick and West,
2001). The most critical step of these methods is the identification
or segmentation of markers, which is either performed manually or
by using image processing techniques (Murphy et al., 2000; Mu
et al., 2008). Although marker implantation requires an additional
surgical procedure which is inconvenient and invasive to the pa-
tient, marker-based registrations are accurate and are therefore of-
ten used as a ground truth for validation of other registration
methods (West et al., 1997). However, care must be taken since
target registration error (TRE) (Fitzpatrick and West, 2001) is gen-
erally small near the markers, but can be quite large if markers are
distant to the target. While the extrinsic methods can be very
effective, their main drawback is that they cannot be applied retro-
spectively as the markers must be attached before the pre-inter-
ventional images are acquired.
3.3.2. Intrinsic 3D/2D registration methods
Intrinsic registrations rely on images of anatomical structures.

According to the intrinsic nature of registration, we propose a fur-
ther classification into: feature-, intensity-, and gradient-based
methods (Table 2). For each of these classes the projection, back-
projection or reconstruction strategy can be used to achieve
dimensional correspondence.

Feature-based 3D/2D registration methods are concerned with
finding the transformation that minimizes the distances between
3D features, extracted from the pre-interventional image, or a
model, and corresponding 2D features. The features are geometrical
entities like isolated points or point sets, forming a curve, contour
or surface. Extraction of geometrical features by image segmenta-
tion greatly reduces the amount of data, which in turn makes such
registrations fast. However, the accuracy of a feature-based 3D/2D
registration directly depends on the accuracy of segmentation,
which by itself is a non-trivial procedure to perform automatically,
while manual segmentation is time consuming and subjective. To
reduce the influence of inaccurate segmentation, approaches for
handling false geometrical correspondences and outliers were
developed (Wunsch and Hirzinger, 1996; Gueziec et al., 1998,
2000; Kita et al., 1998; Feldmar et al., 1997; Benameur et al.,
2003, 2005a,b; Zheng et al., 2007; Groher et al., 2007a; Hamadeh
et al., 1998). Feature-based methods can be further classified as
point-to-point, curve-to-curve and surface-to-curve registrations.

The simplest feature-based 3D/2D registrations are point-to-
point registrations of corresponding distinct anatomical landmarks
located, usually by an operator, in both the 3D and 2D images.
When point correspondences are established, extrinsic marker-
based registration approaches can be applied (Bijhold, 1993).
Point-based 3D/2D registration methods are heavily dependent
on the skills of the operator since it is difficult to find points in
2D that correspond to anatomical landmarks in 3D. Nevertheless,
this method often serves as a rough initial registration after which
more sophisticated 3D/2D registration methods are applied (Roth
et al., 1999; Benameur et al., 2003, 2005b; Hurvitz and Joskowicz,
2008; Zheng et al., 2006a; Zhang et al., 2006).

The problem of finding corresponding landmarks in 3D and 2D
is avoided by curve-to-curve (Alperin et al., 1994; Bullitt et al.,
1999; Feldmar et al., 1997; Florin et al., 2005; Groher et al.,
2007b; Groher et al., 2007a; Kita et al., 1998; Zikic et al., 2008;
Liu et al., 1998; Sundar et al., 2006) and surface-to-curve1 3D/2D
registrations using any of the dimensional correspondence
strategies. When the projection strategy is used (Table 2, 1.a;
Fig. 5a), the distance between the projected 3D occluding contour
or curve and the corresponding silhouette or curve in the 2D projec-
tion image is minimized.2 By the back-projection strategy (Table 2,
1.b; Fig. 5b), virtual rays are formed by connecting 2D points, repre-
senting an object’s silhouette, a curve or edges, with the X-ray

Utente Microsoft
Evidenziato

Utente Microsoft
Evidenziato

Utente Microsoft
Evidenziato

Utente Microsoft
Evidenziato

Utente Microsoft
Evidenziato

Utente Microsoft
Evidenziato



Table 2
Classification of intrinsic 3D/2D registration methods.

3D/2D registration Pre-interventional Intra-interventional Dimensional References
classes 3D data 2D data correspondence strategy

1. Feature-based
1.a 3D image ? 3D feature 2D image ? 2D feature projection a

(surface, model, points) (contours, points) 3D ? N x 2D
1.b 3D image ? 3D feature 2D image ? 2D feature back-projection b

(surface, model, points) (contours, points) N x 2D ? 2.5D
1.c 3D image ? 3D feature 2D image ? 2D feature reconstruction c

(model, points) (contours, points) N x 2D ? 3D

2. Intensity-based
2.a 3D image 2D image projection d

3D ? N x 2D
2.b 3D image ? 3D segm. image 2D image projection e

3D ? N x 2D
2.c 3D image 2D image ? 3D image reconstruction f

N x 2D ? 3D

3. Gradient-based
3.a 3D image ? 3D gradient 2D image ? 2D gradient projection g

3D ? N x 2D
3.b 3D image ? 3D gradient 2D image ? 2D gradient back-projection h

N x 2D ? 2.5D
3.c 3D image ? 3D gradient 2D image ? 3D gradient reconstruction i

N x 2D ? 3D

a Groher et al. (2007b), Florin et al. (2005), Feldmar et al. (1997), Fregly et al. (2005), Groher et al. (2007a), Cyr et al. (2000), Sundar et al. (2006), Alperin et al. (1994), Bullitt
et al. (1999), Kita et al. (1998), Zikic et al. (2008), Liu et al. (1998), Zheng et al. (2007), Benameur et al. (2003, 2005a,b), Lamecker et al. (2006), Banks and Hodge (1996), Hoff
et al. (1998), Kaptein et al. (2003), Hermans et al. (2007a), Fukuoka and Hoshino (1999).

b Lavallee and Szeliski (1995), Chen et al. (2006), Feldmar et al. (1997), Gueziec et al. (1998, 2000), Hamadeh et al. (1998), Gilhuijs et al. (1996b), Brunie et al. (1993), Fleute
and Lavallee (1999), Wunsch and Hirzinger (1996), Yamazaki et al. (2004), Zuffi et al. (1999).

c Zheng et al. (2006a).
d Birkfellner et al. (2003, 2009), de Bruin et al. (2008), Byrne et al. (2004), Chen et al. (2007b), Fu and Kuduvalli (2008b,a), Gong et al. (2006), Lemieux et al. (1994), Ho et al.

(2007), Imamura et al. (2002), Jaramaz and Eckman (2006), Jonic et al. (2003), Kerrien et al. (1999), Kim et al. (2005, 2007), Knaan and Joskowicz (2003), Liao et al. (2006),
Munbodh et al. (2006), Murphy (1997, 1999), Nakajima et al. (2002, 2007), Penney et al. (1998, 2001, 2007), Rohlfing et al. (2005a,b), Roth et al. (1999), Russakoff et al. (2003,
2005a,b), Tang et al. (2004b), Tang et al. (2004a), Weese et al. (1997b, 1999), Zhang et al. (2006), Zheng et al. (2006b, 2008), Zöllei et al. (2001), You et al. (2001), Dong et al.
(2008), Kubias et al. (2007), Clippe et al. (2003), Khamene et al. (2006), Kim et al. (2001), Munbodh et al. (2007, 2008, 2009), Sarrut and Clippe (2001), Gottesfeld Brown and
Boult (1996), Jans et al. (2006), Sirois et al. (1999), Hipwell et al. (2003), McLaughlin et al. (2005), Qi et al. (2008), Rohlfing and Maurer (2002), LaRose (2001), LaRose et al.
(2000b), Dey and Napel (2006).

e Aouadi and Sarry (2008), Chen et al. (2008), Dennis et al. (2005), Turgeon et al. (2005), Bansal et al. (1999, 2003), Chelikani et al. (2006), Chan et al. (2004), Vermandel
et al. (2006), Jomier et al. (2006), Tang and Ellis (2005), Yao and Taylor (2003), Hurvitz and Joskowicz (2008), Sadowsky et al. (2006, 2007), Mahfouz et al. (2003).

f Tomaževič et al. (2006), Prümmer et al. (2006).
g Livyatan et al. (2003), Wein et al. (2005).
h Tomaževič et al. (2003), van de Kraats et al. (2005b), Tomaževič et al. (2007).
i Markelj et al. (2008).
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source. Registration is performed in 3D by minimizing either the dis-
tance between the 3D geometrical structure and virtual rays
(Feldmar et al., 1997; Brunie et al., 1993; Chen et al., 2006; Fleute
and Lavallee, 1999; Gueziec et al., 1998, 2000; Hamadeh et al.,
1998; Lavallee and Szeliski, 1995; Wunsch and Hirzinger, 1996;
Yamazaki et al., 2004; Zuffi et al., 1999) or distances that the virtual
rays pass through the pre-segmented 3D (bony) structures (Gilhuijs
et al., 1996b). Zheng et al. (2006a) proposed an approach that in an
iterative fashion combines the projection and reconstruction strate-
gies (Table 2, 1.b; Fig. 5c). First, contours of a surface defined by a
point distribution model are projected onto several 2D image planes
where corresponding edge points are found. These are then back-
projected into 3D, reconstructed into a 3D point set, and registered
to the corresponding 3D point set by non-rigidly deforming the point
distribution model.

Point correspondences must be established to be able to deter-
mine the distances between geometrical features. Point corre-
spondences are most commonly obtained by finding minimal
Euclidian distances between points with approaches like or simi-
lar to the one applied in the iterative closest point (ICP) (Besl and
McKay, 1992) approach.3 Thereby, the registration problem is cast
3 Alperin et al. (1994), Brunie et al. (1993), Fregly et al. (2005), Bullitt et al. (1999),
Chen et al. (2006), Feldmar et al. (1997), Fleute and Lavallee (1999), Groher et al.
(2007b), Gueziec et al. (1998, 2000), Kaptein et al. (2003), Kita et al. (1998), Lamecker
et al. (2006), Liu et al. (1998), Wunsch and Hirzinger (1996), Zheng et al. (2007).
as an iterative procedure alternating the correspondence and trans-
formation steps. In the correspondence step, the point correspon-
dences are determined, while in the transformation step the
position of the 3D data is updated with the incremental transfor-
mation obtained by closed form registration of the corresponding
point pairs obtained in the first step. Alternatively, distance maps
can be built and implicit correspondences determined from the dis-
tances pre-calculated and stored in a distance map (Benameur
et al., 2003, 2005a,b; Florin et al., 2005; Lavallee and Szeliski,
1995; Zuffi et al., 1999; Yamazaki et al., 2004; Sundar et al.,
2006; Fukuoka and Hoshino, 1999). Since both of these approaches
are sensitive to outlier points, robust methods like the M-estimator
(Wunsch and Hirzinger, 1996), Tukey weighting function (Gueziec
et al., 1998, 2000), the Voronoi diagram (Kita et al., 1998) or Ex-
tended Kalman Filter (Feldmar et al., 1997) have been implemented
to reduce the effect of outlier data. Furthermore, outliers can also
be rejected by using the directional correspondence between the
curves (Feldmar et al., 1997), i.e. the angle between the tangents
on the curves at corresponding points, or the directional informa-
tion between the curves and the surface (Gueziec et al., 2000;
Benameur et al., 2003, 2005a,b; Zheng et al., 2007), i.e. the angle
between the normal to the curve and normal to the surface at cor-
responding points. The ICP-like approach can also be extended into
a statistical framework, where instead of treating the correspon-
dence as a binary variable, a probabilistic approach to assigning
correspondences is used and a cooperative approach between
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Fig. 5. Geometrical setup of 3D/2D registration methods according to the nature of the registration basis and strategy to achieve spatial correspondence.
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segmentation and registration is applied (Groher et al., 2007a;
Hamadeh et al., 1998).

Correspondences between features can also be established in
2D by using library-based registrations (Section 3.6). First, a library
of 2D templates is generated for a predefined set of transformation
parameters, which are generally the out-of-plane translation and
rotations. Each library template thus represents the 3D geometric
feature’s expected 2D appearance for a particular transformation.
The template that is most similar to the 2D geometric feature de-
fines the out-of-plane transformation parameters. The chosen tem-
plate is then aligned with the 2D data to define the remaining
unknown transformation parameters. Templates, used in 3D/2D
registration, can be Fourier descriptors of a 2D silhouette (Banks
and Hodge, 1996), shock graph representation of the projected
3D shape (Cyr et al., 2000), 2D silhouettes (Hermans et al.,
2007a), or 2D binary projection images (Hoff et al., 1998). The most
similar of these templates in the library is determined by searching
for optimal Fourier coefficients (Banks and Hodge, 1996), by graph
matching (Cyr et al., 2000), by template matching of the bending
patterns of the contour (Hermans et al., 2007a), or by the minimal
shape difference between the template and the 2D binary image,
respectively. Although, the accuracy of the final alignment can be
increased by registration of the template and the 2D data or inter-
polation between the closest template samples (Banks and Hodge,
1996), registration accuracy of library-based procedures is limited
to the resolution of the template. Therefore, to make these meth-
ods computationally feasible, limitations regarding the pose of
the object must be imposed which makes them more suitable for
registration initialization (Hermans et al., 2007a,b).

Intensity-based 3D/2D registrations rely solely on information
contained in voxels and pixels of 3D and 2D images, respectively.
In contrast to feature-based methods, the coinciding points are
considered to be the corresponding points and instead of the
distance, the similarity measure, calculated using pixel-wise
comparison, defines the correspondence between 3D pre- and 2D
intra-interventional images. Intensity-based methods are further
classified according to the strategy for achieving dimensional corre-
spondence (Section 3.2) and strategies to reduce the amount of data.
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By far the most reported 3D/2D registration method in litera-
ture is based on simulated X-ray projection images called digitally
reconstructed radiographs (DRRs). These are produced from a CT
image using ray-casting (Table 2, 2.a; Fig. 5d) (Goitein et al.,
1983). Similarly as DRR, a maximum intensity projection (MIP)
can also be generated from a CT image by projecting the maximum
intensity value onto the 2D plane (Kerrien et al., 1999). The regis-
tration of a CT volume relative to an X-ray image is estimated by
iteratively optimizing the similarity measure calculated between
a DRR (MIP) generated for the current transformation and an X-
ray image.4 The most frequently used and studied similarity mea-
sures for DRR-based 3D/2D registrations are mutual information,5

(normalized) cross correlation,6 sum of square differences (Fu and
Kuduvalli, 2008b; Jonic et al., 2003; Zheng et al., 2006b, 2008; Jans
et al., 2006; Khamene et al., 2006), entropy of difference image
(Kim et al., 2007; Penney et al., 1998; Russakoff et al., 2003; Hipwell
et al., 2003), as measures of global intensity correspondence, and
pattern intensity,7 gradient correlation (de Bruin et al., 2008; Kim
et al., 2007; Lemieux et al., 1994; Nakajima et al., 2002; Penney
et al., 1998; Russakoff et al., 2003; Tang et al., 2004b,a; Gottesfeld
Brown and Boult, 1996; Khamene et al., 2006; Hipwell et al.,
2003), and gradient difference (Byrne et al., 2004; Imamura et al.,
2002; Kim et al., 2007; Nakajima et al., 2007; Penney et al., 1998,
2001, 2007; Russakoff et al., 2003; Khamene et al., 2006; Hipwell
et al., 2003; McLaughlin et al., 2005), as measures of correspondence
of local intensity changes. Other measures, such as variance
weighted sum of local normalized correlation (LaRose, 2001,
2000b; Knaan and Joskowicz, 2003; Khamene et al., 2006), normal-
ized mutual information (Jans et al., 2006; Chen et al., 2007b), chi-
square (Clippe et al., 2003; Sarrut and Clippe, 2001; Murphy, 1997,
1999) and correlation ratio (Clippe et al., 2003; Khamene et al.,
2006), were also applied, while Dong et al. (2008) showed the feasi-
bility of constructing a similarity measure using coefficients from an
orthogonal set of base functions by decomposing X-ray and DRR
images under comparison into orthogonal Zernike moments. Fur-
thermore, a unifying framework for developing new similarity mea-
sures based on Markov random field modeling of difference images
was proposed (Zheng et al., 2006b). From studies comparing
different similarity measures (Kim et al., 2007; Khamene et al.,
2006; Penney et al., 1998; Clippe et al., 2003; Hipwell et al., 2003;
Russakoff et al., 2003; Imamura et al., 2002; Birkfellner et al.,
2009; Munbodh et al., 2009), it can be concluded that similarity
4 Clippe et al. (2003),Chen et al. (2007b), de Bruin et al. (2008), Byrne et al. (2004),
Dey and Napel (2006), Fu and Kuduvalli (2008b,a), Birkfellner et al. (2003, 2009),
Penney et al. (1998), Lemieux et al. (1994), Gong et al. (2006), Gottesfeld Brown and
Boult (1996), Hipwell et al. (2003), Ho et al. (2007), Imamura et al. (2002), Jans et al.
(2006), Jaramaz and Eckman (2006), Jonic et al. (2003), Khamene et al. (2006), Kim
et al. (2001), Kim et al. (2005, 2007), Knaan and Joskowicz (2003), LaRose (2001,
2000b), Liao et al. (2006), McLaughlin et al. (2005), Munbodh et al. (2006, 2007, 2008,
2009), Nakajima et al. (2002, 2007), Penney et al. (2001, 2007), Rohlfing et al.
(2005a,b), Roth et al. (1999), Russakoff et al. (2003, 2005a,b), Sarrut and Clippe (2001),
Sirois et al. (1999), Tang et al. (2004b,a), Weese et al. (1997b, 1999), You et al. (2001),
Zhang et al. (2006), Zheng et al. (2006b, 2008), Zöllei et al. (2001), Dong et al. (2008),
Kubias et al. (2007), Kerrien et al. (1999), Qi et al. (2008), Murphy (1997, 1999).

5 Kim et al. (2005, 2007), Liao et al. (2006), Penney et al. (1998), Rohlfing et al.
(2005b), Russakoff et al. (2003, 2005a,b), Zheng et al. (2006b), Zheng (2008), Zöllei
et al. (2001), Dey and Napel (2006), Clippe et al. (2003), Khamene et al. (2006), Kim
et al. (2001), Munbodh et al. (2007), Sarrut and Clippe (2001), Hipwell et al. (2003).

6 Birkfellner et al. (2009), de Bruin et al. (2008), Kerrien et al. (1999), Gong et al.
(2006), Kim et al. (2007), Knaan and Joskowicz (2003), Lemieux et al. (1994),
Munbodh et al. (2006), Penney et al. (1998), Russakoff et al. (2003), You et al. (2001),
Jans et al. (2006), Clippe et al. (2003), Khamene et al. (2006), Kim et al. (2001),
Munbodh et al. (2007, 2009), Sarrut and Clippe (2001), Hipwell et al. (2003), LaRose
et al. (2000a).

7 Birkfellner et al. (2003), Birkfellner et al. (2009), Fu and Kuduvalli (2008b), Fu and
Kuduvalli (2008a), Ho et al. (2007), Kim et al. (2007), Liao et al. (2006), Penney et al.
(1998, 2001), Rohlfing et al. (2005a), Russakoff et al. (2003), Weese et al. (1997b,
1999), Dey and Napel (2006), Khamene et al. (2006), Sirois et al. (1999), Hipwell et al.
(2003).
measures based on global intensity correspondence are less suitable
for matching DRRs with X-ray images. The measures of correspon-
dence of local intensity changes produce more accurate and reliable
results, although in some studies mutual information proved to be
among the best measures, especially when registering real images
(Aouadi and Sarry, 2008; Russakoff et al., 2003; Kim et al., 2007).
Therefore, despite the large body of research devoted to finding
the optimal similarity measure for 3D/2D registration it seems that
the best similarity measures for 3D/2D registration will have to be
specifically adapted to the nature of the relationship between the
intensities of the DRR and the X-ray images and/or to the under-
standing of the image formation process. Such similarity measures
were most recently proposed by Birkfellner et al. (2009) and
Munbodh et al. (2009). Birkfellner et al. (2009) recognized the
quasi-intra-modal nature of 3D/2D registration and proposed a sim-
ilarity measure called stochastic rank correlation that is based on the
Spearman’s rank correlation coefficient and on statistical modeling
of the intensity values. The measure is invariant to differences in im-
age intensities that arise between DRRs and X-ray images, while the
stochastic random sampling enables the registration with as little as
5% of image data. In contrast, Munbodh et al. (2009) formulated sim-
ilarity measures which are tailored to the statistics of the CT and X-
ray image acquisition. Thereby, Poisson and Gaussian probability
distributions were used to model the distribution of intensity values
of the two modalities derived from the Poisson nature of photon
noise present during the acquisition of transmission images. New
similarity measures were calculated from the assumed distributions
using the maximum likelihood estimation.

One drawback of DRR-based 3D/2D registration is that it is gen-
erally not suitable for registration of MR and X-ray images because
there is practically no correspondence between MR generated
DRRs and X-ray images, except in cases when contrast agents are
applied (Hipwell et al., 2003; McLaughlin et al., 2005), or DRRs of
segmented MR images (Yin et al., 1998; Chen et al., 2007a) are
used. Another drawback of DRR-based methods is that by project-
ing a high-quality 3D CT image into 2D, valuable 3D information
may be lost. To overcome this deficiency, Rohlfing and Maurer
(2002) proposed a probabilistic extension to the computation of
DRRs that preserves much of the spatial separability of tissues
along the virtual rays. To match the probabilistic DRR to the
X-ray image they applied an entropy similarity measure computed
from probabilistic images. The advantage of DRR-based methods is
that they require little or no segmentation and therefore do not
suffer from segmentation errors. Moreover, since these methods
utilize all the information in the images, it is reasonable to expect
that they are more accurate than feature-based methods. In the
comparative study of McLaughlin et al. (2005) on feature- and
DRR-based 3D/2D registrations of phase-contrast MRA (PC-MRA)
and 2D digital subtraction angiographs (DSA), the authors showed
that the DRR-based method was more accurate and reliable than
the feature-based method. Nevertheless, it has to be noted, that
due to numerous local maxima of intensity or gradient-based sim-
ilarity measures, DRR-based methods have a small capturing range
and therefore require initialization close to the searched pose
(Livyatan et al., 2003; van de Kraats et al., 2005a; Aouadi and Sarry,
2008; Fu and Kuduvalli, 2008b), which can be achieved by other,
less accurate, means of patient positioning (Fu and Kuduvalli,
2008b; Khamene et al., 2006; Clippe et al., 2003; Dey and Napel,
2006; Ho et al., 2007; Jans et al., 2006).

A further clinical constraint of registrations employing DRRs, is
the computational complexity of DRR generation when using stan-
dard ray-casting in every iteration of the optimization. The high
computational cost of volume rendering has long been a focus of
research in the computer graphics and computer vision communi-
ties (Cabral et al., 1994; Levoy and Hanrahan, 1994; Rezk-Salama
et al., 2000). Over the years the advances in the two fields were



Fig. 6. Comparison of the original X-ray image (a) to DRR images generated at the ground truth position of the CT image with ray-casting (b) and wobbled
splatting (c).
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adopted for medical image registration and also several other ap-
proaches for faster DRR generation were proposed. They can be
roughly divided into software- and hardware-based approaches.
The software-based approaches propose more efficient rendering
algorithms such as shear-warp factorization (Weese et al., 1999;
Göcke et al., 1999), the transgraph (LaRose, 2001; Knaan and
Joskowicz, 2003), adaptive Monte Carlo volume rendering (Li et al.,
2006), attenuation fields (Russakoff et al., 2005b), progressive
attenuation fields (Rohlfing et al., 2005b) or wobbled splatting
(Birkfellner et al., 2005b, 2009). While the first four approaches re-
quire pre-computation, the latter two do not. Two- to thirty-fold
improvement of speed was reported by Russakoff et al. (2005b).
An illustration of the quality of the DRR images generated with
ray-casting and wobbled splatting (Birkfellner et al., 2005b) in ref-
erence to the X-ray image using the publicaly available spine phan-
tom image data (van de Kraats et al., 2005a) is given in Fig. 6. To
further reduce the computation time, hardware-based approaches
can be used, employing fast rendering using the computer’s gra-
phic card (LaRose, 2001; Gong et al., 2006; Jaramaz and Eckman,
2006; Khamene et al., 2006; Kim et al., 2005; Liao et al., 2006; Tang
et al., 2004b,a; You et al., 2001; Kubias et al., 2007; Spoerk et al.,
2007) and/or massive parallelization (Spoerk et al., 2007; Wein
et al., 2005). These approaches alone can improve the speed of reg-
istration up to 25 times (Tang et al., 2004a). Other approaches to
faster generation of DRRs involved pre-computation of a subspace
of DRRs according to the expected range of transformation param-
eters (Clippe et al., 2003; Fu and Kuduvalli, 2008b; Jans et al., 2006;
Roth et al., 1999; Sarrut and Clippe, 2001), decoupling transforma-
tion parameters using an appropriate world coordinate system
(Birkfellner et al., 2003; Fu and Kuduvalli, 2008b; Fu and Kuduvalli,
2008a; Jans et al., 2006; Kubias et al., 2007), efficient implementa-
tion of histogram-based stochastic techniques (Zöllei et al., 2001),
and the use of sophisticated minimization strategies to minimize
the number of iterations (Zöllei et al., 2001; Knaan and Joskowicz,
2003; Dey and Napel, 2006; Gong et al., 2006; Fu and Kuduvalli,
2008b; Aouadi and Sarry, 2008; Lemieux et al., 1994). Finally, the
computational problem may also be reduced by calculating DRRs
containing only structures of interest.8

In order to avoid the computational disadvantages of DRR-
based intensity methods, a new group of intensity-based methods
emerged recently that reduce the amount of data by segmenting
the 3D image before the projection strategy is applied (Table 2,
8 Byrne et al. (2004), de Bruin et al. (2008), Dey and Napel (2006), Fu and Kuduvalli
(2008b,a), Hipwell et al. (2003), Ho et al. (2007), Imamura et al. (2002), Jans et al.
(2006), Khamene et al. (2006), Knaan and Joskowicz (2003), Munbodh et al. (2006,
2008, 2009), Nakajima et al. (2002), Penney et al. (1998, 2001, 2007), Roth et al.
(1999), Russakoff et al. (2003), Russakoff et al. (2005a,b), Sirois et al. (1999), Rohlfing
et al. (2005a,b, 2002), Tang et al. (2004b,a), Weese et al. (1997b, 1999), Zhang et al.
(2006).
2.b). Segmentation of the 3D image(s) is performed to extract
either a (surface) model (Aouadi and Sarry, 2008; Chan et al.,
2004, 2008; Dennis et al., 2005; Jomier et al., 2006; Mahfouz
et al., 2003; Turgeon et al., 2005; Vermandel et al., 2006) or build
a statistical model (Tang and Ellis, 2005; Yao and Taylor, 2003;
Hurvitz and Joskowicz, 2008; Sadowsky et al., 2006, 2007), while
the registration framework remains the same as in the classic
DRR-based registration. This group of methods was referred to as
hybrid (Turgeon et al., 2005; Vermandel et al., 2006) because of
the combination of segmentation, typical of feature-based meth-
ods, and pixel-wise comparison, typical of intensity-based meth-
ods. Different methods have been proposed for construction of
DRRs of segmented data. DRRs were formed by ray-casting either
through a tetrahedral mesh model rendered with density functions
(Yao and Taylor, 2003; Sadowsky et al., 2006, 2007; Hurvitz and
Joskowicz, 2008), through a surface model using a CT attenuation
map (Aouadi and Sarry, 2008), or by using the z-buffer, which
was based on the distance that a projection ray traversed through
a 3D surface model (Vermandel et al., 2006). A binary DRR image
was calculated as a MIP in Turgeon et al. (2005) and Chan et al.
(2004), while in Chen et al. (2008) strips of intensities orthogonal
to the projected contour were formed by ray-casting. To register
DRRs and X-ray, images several similarity measures like gradient
correlation (Aouadi and Sarry, 2008; Yao and Taylor, 2003; Tang
and Ellis, 2005), (normalized) mutual information (Sadowsky
et al., 2006, 2007), and gradient difference (Hurvitz and Joskowicz,
2008) were used, while intensity and contour matching scores in
the local neighborhood of the projected contour were proposed
in Dennis et al. (2005) and Mahfouz et al. (2003). Furthermore, in
Jomier et al. (2006) vessels were registered by optimizing the
sum of the Gaussian-blurred intensity values at positions defined
by virtual rays traversing a 3D (vessel) model, while weighting of
the projected intensity values was provided by the 3D distance
of the virtual ray through the model.

More advanced approaches combined registration and seg-
mentation procedures into an iterative framework (Bansal et al.,
1999, 2003; Chelikani et al., 2006). In these procedures, the cur-
rent estimated registration was used to drive the segmentation,
which in turn enabled the computation of a new registration esti-
mate. The aim of the segmentation was not to extract features,
but rather to extract information that is vital for registration
and at the same time perform data reduction (Bansal et al.,
1999, 2003; Chelikani et al., 2006; Aouadi and Sarry, 2008; Chan
et al., 2004, 2008; Dennis et al., 2005; Jomier et al., 2006; Mahfouz
et al., 2003; Turgeon et al., 2005), or segmentation was used to
generate a statistical model of the anatomy of interest and there-
by avoid the need for 3D image acquisition (Tang and Ellis, 2005;
Yao and Taylor, 2003; Hurvitz and Joskowicz, 2008; Sadowsky
et al., 2006, 2007).
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Few intensity-based methods utilize the reconstruction strategy
(Tomaževič et al., 2006; Prümmer et al., 2006) (Table 2, 2.c;
Fig. 5e). This approach is similar to the CBCT approach, except that
a 3D image is reconstructed from only a few 2D X-ray images. A
high-quality kV (Jaffray et al., 2002) or MV (Pouliot et al., 2005)
CBCT requires more than 100 projection images and can be easily
registered to a pre-interventional 3D image using e.g. mutual infor-
mation as the similarity measure (Pouliot et al., 2005). An interest-
ing question however is, what is the minimal number of X-ray
images from which a 3D image can be reconstructed that still
contains enough information for accurate registration with the
high-quality pre-interventional image. Tomaževič et al. (2006)
demonstrated on his method that a CT of a spine segment can be
registered to a 3D image reconstructed from as few as two X-ray
images. To overcome the problem of poor quality of a 3-D image
reconstructed from only a few fluoroscopic X-ray images, a robust
mutual information based similarity measure, called asymmetric
multi-feature mutual information, that used additional spatial fea-
tures in the form of intensity gradients was proposed (Tomaževič
et al., 2006). This method allows registration of MR to X-ray images
as well. However, due to larger differences between the MR and X-
ray images, the 3D image had to be reconstructed from more X-ray
images then in the case of CT to X-ray registration.

Gradient-based methods were simultaneously introduced by
Tomaževič et al. (2003) and Livyatan et al. (2003). Both approaches
are based on the fact that rays emanating from the X-ray source
that point to edges in the X-ray images are tangent to surfaces of
distinct anatomical structures. Therefore, when the CT (MR) image
is aligned with the corresponding anatomy, the rays pass through
local magnitude maxima of the 3D CT (MR) gradient vector field.
By using a simplified model of X-ray generation, Tomaževič et al.
(2003) and Livyatan et al. (2003) derived the gradient projection
relationship that exists between gradients of attenuation coeffi-
cients and X-ray image intensity gradients. According to the gradi-
ent projection relationship, the gradient of the point in the X-ray
image is equal to the integral over the weighted projections of vol-
ume gradients onto the image plane. The weight is the relative dis-
tance of the 3D point from the X-ray source. Knowing how the
attenuation coefficient gradient is projected to a point on the
detector (imaging) plane, the image intensity gradient at this point
can be back-projected toward the X-ray source to obtain a back-
projected gradient at any location along the beam (Table 2, 3.b;
Fig. 5g). The method of Tomaževič et al. (2003) requires that a
3D gradient vector field (surface normals) is first extracted from
CT or MR image. During each step of the iterative 3D/2D registra-
tion procedure, 2D gradient vectors of X-ray images are extracted
at locations defined by rays emanating from the X-ray source
and passing through the current position of 3D points which have
Fig. 7. Lateral (a), coronal (b), and axial (c) cross-sections of a coarsely reconstructed 3D
data (van de Kraats et al., 2005a).
high gradient magnitudes, and back-projected to these 3D points.
The rigid 3D/2D registration transformation is defined by the best
match between 3D gradient vectors and back-projected gradients,
concerning their magnitudes and especially directions. To increase
the accuracy and reliability of MR to X-ray registrations, a mapping
function was proposed by van de Kraats et al. (2005b) to generate
CT-like data from the MR data. The method of Livyatan et al. (2003)
also requires that a 3D gradient field is first extracted from a CT im-
age. In contrast to the back-projection approach of Tomaževič et al.
(2003), Livyatan et al. (2003) found the optimal rigid transforma-
tion by rigidly transforming the 3D gradient vector field until the
sum of magnitudes of projected 3D gradients, which were incident
to the rays that emanated from the X-ray source and pointed to
edge pixels extracted from the 2D image, were maximized (Table 2,
3.a; Fig. 5f). The influence of 2D outlier edges was eliminated by
setting the magnitude of the gradient projection to zero when its
direction diverged in comparison to the 2D gradient direction.

A gradient projection-based method similar to the DRR method
was introduced by Wein et al. (2005). A 3D gradient image was cal-
culated and 3D gradients above a user set threshold were projected
into 2D and matched with the 2D gradient image using the gradi-
ent correlation similarity measure (Penney et al., 1998). The
authors proposed to use gradient ray-casting or gradient splatting
for projecting the gradients. Since only gradients above a threshold
were projected, registration could be performed about 10 times
faster than with the intensity ray-casting approach. Most recently,
Markelj et al. (2008) presented a gradient-based method where the
reconstruction strategy was used to achieve dimensional
correspondence (Table 2, 3.c; Fig. 5h). Thereby, 3D and 2D gradient
vector fields were first extracted from a 3D CT or MR image and 2D
X-ray images, respectively. A coarsely reconstructed 3D gradient
field was formed by simply adding the back-projected 2D gradient
vectors from all available 2D images (see Fig. 7). In this way, the
3D/2D registration problem was transformed into the problem of
registering two 3D gradient vector fields. The correspondences be-
tween the two gradient vector fields were established by searching
in the directions of gradients of the 3D image using the similarity
measure proposed in Tomaževič et al. (2003). To avoid the problem
of false gradient vector correspondences, the authors employed the
random sample consensus algorithm (RANSAC) to pick a good set
of correspondences before continuing with the registration. Finally,
the search space was reduced from a coarse to a fine scale, where
the final registration was achieved by optimizing the gradient-
based similarity measure (Tomaževič et al., 2003).

3.3.3. Calibration-based 3D/2D registration methods
A 3D/2D registration can also be calibration-based. The recent

emergence of hybrid 2D X-ray and 3D MR imaging systems
gradient field using two X-rays from the publically available spine phantom image
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(XMR) has opened up new strategies for registering 3D and 2D
images with the goal of augmenting a recently acquired MR image
with live X-ray images (Rhode et al., 2003, 2005; Miquel et al.,
2006). These registrations are based on carefully pre-calibrated
imaging devices and establishment of the position of the opera-
tion table with respect to the imaging device during image acqui-
sition. The system requires tracking of different moving
components of the XMR system: X-ray C-arm, X-ray table and
the sliding MR table top. The X-ray C-arm and the X-ray table
are tracked by an optical tracking device using infrared emitting
diodes attached to both the C-arm and the X-ray table, while
the sliding table is tracked by the MR system software while
docked to the MR scanner. It becomes part of the X-ray table
when docked to the X-ray system and is then tracked by the opti-
cal tracking device. Since the position of patient anatomy relative
to the operation table has to be fixed during both image
acquisitions, this type of registration requires proper patient
immobilization and short times between image acquisitions. The
calibration-based 3D/2D registration approach was also proposed
for integrating CT and DSA images as part of a multifunctional
image-guided therapy suite (MIGTS) that is enabled by the use
of a prototype system called the advanced workplace for
image-guided surgery (AWIGS, Maquet, Rastatt, Germany) (Jacob
et al., 2007; Brandenberger et al., 2007). However, apart from
the basic setup, we were not able to find any further studies
providing more information about the calibration-based CT to
DSA registration or its performance.

3.4. Geometric transformation

According to the nature of spatial transformation and its de-
grees of freedom, the methods can be classified as rigid and non-ri-
gid. Because 3D/2D registration is by itself difficult, the majority of
published registration methods employed a rigid transformation
model, composed of three translations and three rotations. Rigid
registration is generally applied when it is assumed that the tar-
geted anatomy fulfills the criterion of rigidity and spatial distor-
tions are not introduced in the image acquisition process or are
subsequently corrected. Non-rigid registration is required when
the imaged anatomy non-rigidly deforms between acquisitions.
In contrast to the large number of rigid 3D/2D registration publica-
tions, only a small number of non-rigid methods have been pub-
lished. The most widespread approach for non-rigid 3D/2D
registration is based on 3D shape reconstruction of the anatomy
of interest from a small number of X-ray projection images
(Benameur et al., 2005a,b, 2003; Fleute and Lavallee, 1999; Tang
and Ellis, 2005; Zheng et al., 2006a; Yao and Taylor, 2003; Hurvitz
and Joskowicz, 2008; Zheng et al., 2007; Lamecker et al., 2006;
Sadowsky et al., 2006, 2007). In these studies, the applied transfor-
mations were limited to the transformations allowed by statistical
shape models obtained from a larger number of 3D images with
principal component analysis. Alternative approaches include
the use of a 3D vessel model and a-priori length preservation
and smoothness constraints to achieve meaningful non-rigid
deformation (Zikic et al., 2008), integration of the algebraic
reconstruction technique into a variational registration frame-
work (Prümmer et al., 2006) or a registration framework using
support vector regression with free form deformation (Qi et al.,
2008). Furthermore, a DRR-based non-rigid 3D/2D registration
was also proposed for fiducial-less tracking in radiotherapy
where the transformation parameters were determined by gener-
ating a full motion field that accounts for non-rigid motions and
deformations (Fu and Kuduvalli, 2008a). The full 3D motion field
was derived from many local 2D motion fields, using multi-level
block matching and a similarity measure based on pattern
intensity.
3.5. User interaction

While research activities make every effort to develop fully
automated 3D/2D registration algorithms (Zheng et al., 2007),
some user interaction is usually still needed at least for the final
verification of the results. According to the required user interac-
tion, the methods can be interactive, semi-automatic or automatic.
Fully automatic registration algorithms require that the user pro-
vides only the data. Contrary to automatic registration, interactive
registration is performed entirely by the user using software tools
which provide visual feedback of the current transformation
(Gilhuijs et al., 1996a; Remeijer et al., 2000). Unfortunately, accu-
rate interactive registration is time consuming and depends on
the skills of the human operator. Most often the level of user inter-
action is somewhere between these two extremes. For semi-auto-
matic registration it is essential that the user provides some
initialization to the algorithm, such as segmentation, or steers
the algorithm by accepting or rejecting the current registration
result. Most of the intrinsic 3D/2D registration methods are
semi-automatic and require different levels of user interaction
mostly to initialize the registration and/or visually validate the re-
sults. The choice of the initialization approach primarily depends
on the data available, the application, and the object of registration.
Furthermore, the initialization procedure must achieve a registra-
tion that is within the capture range of a specific intrinsic 3D/2D
registration method, i.e. the maximum displacement from which
the registration algorithm is able to recover an accurate
result. Registration can be initialized by any of the following
approaches:

1. Clinical setup: The knowledge of patient position and imaging
parameters can be used to put bounds on the range of transfor-
mation parameters and thereby approximately determine the
location of the patient in the treatment room (Russakoff et al.,
2005a, 2003, 2005b, Rohlfing et al. (2005a,b); Byrne et al.,
2004; Kerrien et al., 1999; Chelikani et al., 2006; Lemieux
et al., 1994). To improve patient positioning even further,
immobilization masks (Russakoff et al., 2005a,b, 2003;
Chelikani et al., 2006; Jin et al., 2006) and laser positioning with
respect to skin tattoos (Clippe et al., 2003; Gilhuijs et al., 1996a;
Kim et al., 2001; Jin et al., 2006) were used.

2. Skin markers: Placing markers on the patient’s skin and their
localization is another means of initialization (Turgeon et al.,
2005; Clippe et al., 2003; Knaan and Joskowicz, 2003), although
the approach may suffer from registration inaccuracy due to
skin and patient motion.

3. Registration of corresponding pairs of anatomical landmarks:
Anatomical landmarks can be manually determined in pre-
interventional and intra-interventional images. The position of
the patient is then recovered by registration using the closed
form solution (Roth et al., 1999; Benameur et al., 2003,
2005b; Hurvitz and Joskowicz, 2008; Zheng et al., 2006a; Zhang
et al., 2006).

4. Manual initialization on images: With respect to the applica-
tion and object of registration, manual initialization on
images can be achieved in a number of ways. The most gen-
eric approach is the use of a graphical user interface (GUI)
for exploring the transformation parameter space to achieve
the best possible registration as visually assessed by the user
(Kaptein et al., 2003; Hipwell et al., 2003; Jaramaz and
Eckman, 2006; Vermandel et al., 2006; Yamazaki et al.,
2004; You et al., 2001; LaRose, 2001, 2000b; Mahfouz
et al., 2003; Roth et al., 1999; Lemieux et al., 1994; Penney
et al., 2001; Fukuoka and Hoshino, 1999). Minimal user
interaction may also be required by intensity-based 3D/2D
registration algorithms where the registration is commonly
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restricted to a region of interest (ROI) defined either as a
simple rectangle or a bounding contour.9More application
specific approaches include setting a seed point for region
growing algorithms (Bullitt et al., 1999; Groher et al.,
2007b,a; Vermandel et al., 2006; Zikic et al., 2008) or estab-
lishing corresponding 3D and 2D vessel skeletons (Bullitt
et al., 1999; Liu et al., 1998) in case of vascular applications.
In orthopaedic knee kinematic studies each bone of the knee
joint was segmented by user interaction and registered sepa-
rately (Banks and Hodge, 1996; Dennis et al., 2005; Fregly
et al., 2005; Hoff et al., 1998; Kaptein et al., 2003; Tang
et al., 2004b,a; You et al., 2001; Zuffi et al., 1999; Yamazaki
et al., 2004; Mahfouz et al., 2003).

In feature-based methods user interaction may be needed to
perform and/or correct segmentation of the 3D and 2D images10

and/or to remove outliers (spurious edges) (Kaptein et al., 2003; Zuffi
et al., 1999; Yamazaki et al., 2004). Since 3D/2D registration is by its
nature an ill-defined problem, 3D/2D registration algorithms may
provide results that are false. To avoid the risk of guiding a medical
intervention by false registration results, the 3D/2D registration
should be steered and/or the results validated by the user. The vali-
dation of registration results may be supported by proper visualiza-
tion such as superimposing the contours of a 3D surface (Feldmar
et al., 1997; Gueziec et al., 2000; Hipwell et al., 2003; Jomier et al.,
2006; Groher et al., 2007b,a; Zikic et al., 2008; Liu et al., 1998) or
edges extracted from DRRs (Gilhuijs et al., 1996b; Khamene et al.,
2006; Livyatan et al., 2003) onto 2D projection images. When a mis-
registration is identified, the user can intervene and restart the algo-
rithm from a different starting position to enable a correct
registration (Gilhuijs et al., 1996b; Mahfouz et al., 2003).

3.6. Optimization procedure

By its definition, image registration is concerned with finding a
geometric transformation that brings one image into the best pos-
sible spatial correspondence with another image or physical space
by optimizing a registration criterion. The parameters that describe
a geometric transformation can be computed directly or searched
for. Direct computation of transformation parameters is possible
only when registering 2D or 3D points with known correspon-
dences as in extrinsic and landmark based methods (Section 3.3).
In such cases, a simple analytical, closed form solution for point-
based rigid registration is available (Horn, 1987; Arun et al.,
1987; Umeyama, 1991; Murphy, 2002). In intrinsic registrations
such point pairs are not available. Therefore, in feature-based reg-
istration methods, parameters have to be searched for iteratively
by minimizing the distance between corresponding feature sets.
As described in Section 3.3, the registration is performed following
an ICP-like approach by alternating the estimation of correspon-
dence and transformation between the geometrical entities ex-
tracted from the 3D and 2D images. The original ICP framework
9 Byrne et al. (2004), Aouadi and Sarry (2008), de Bruin et al. (2008), Benameur
et al. (2005a), Chan et al. (2004), Dey and Napel (2006), Fu and Kuduvalli (2008b),
Göcke et al. (1999), Ho et al. (2007), Imamura et al. (2002), Jans et al. (2006), Khamene
et al. (2006), Knaan and Joskowicz (2003), Munbodh et al. (2006, 2008, 2009), Markelj
et al. (2007), Nakajima et al. (2002), Penney et al. (1998, 2001, 2007), Hipwell et al.
(2003), Rohlfing et al. (2004, 2005b), Roth et al. (1999), Russakoff et al. (2003,
2005a,b), Škerl et al. (2006), Tomaževič et al. (2006), Weese et al. (1997a), Zhang et al.
(2006), Markelj et al. (2008).

10 Banks and Hodge (1996), Hoff et al. (1998), Kaptein et al. (2003), You et al. (2001),
Zuffi et al. (1999), Yamazaki et al. (2004), Lavallee and Szeliski (1995), Alperin et al.
(1994), Bullitt et al. (1999), Feldmar et al. (1997), Florin et al. (2005), Kita et al. (1998),
Dennis et al. (2005), Turgeon et al. (2005), Brunie et al. (1993), Fleute and Lavallee
(1999), Gueziec et al. (1998), Gueziec et al. (2000), Wunsch and Hirzinger (1996),
Lamecker et al. (2006), Gilhuijs et al. (1996b), Fukuoka and Hoshino (1999), Sadowsky
et al. (2006).
of minimization of the alignment error in the least square sense
can be implemented (Chen et al., 2006; Feldmar et al., 1997;
Kaptein et al., 2003; Kita et al., 1998; Wunsch and Hirzinger, 1996)
or the problem can be cast as a minimization of a cost (energy)
function based on the sum of (squared) distances possibly ex-
tended by outlier removal procedures, directional information, or
regularization terms in case of non-rigid registration.11

Levenberg–Marquardt (Gueziec et al., 1998, 2000; Brunie et al.,
1993; Lavallee and Szeliski, 1995; Zuffi et al., 1999; Yamazaki
et al., 2004), downhill simplex (Fleute and Lavallee, 1999; Groher
et al., 2007b,a; Fukuoka and Hoshino, 1999) and gradient descent
(Lamecker et al., 2006; Zikic et al., 2008; Benameur et al., 2003; Sundar
et al., 2006) were the most commonly used optimization procedures.
More recently, local perturbation of the starting position (Gueziec
et al., 2000; Benameur et al., 2003) and global optimization ap-
proaches like exploration/selection (Benameur et al., 2005a,b) or
sequential Monte Carlo technique (Florin et al., 2005) were pro-
posed. An alternative approach in feature-based 3D/2D registration
is the library-based optimization (Banks and Hodge, 1996; Hoff
et al., 1998; Cyr et al., 2000; Hermans et al., 2007a) (see Section 3.3).

In the case of intensity-based and gradient-based methods the
registration criterion is formulated as a similarity measure defined
in the multidimensional space of searched parameters. It is desired
that the similarity measure is well-behaved, i.e. is monotone and
quasi-convex in the vicinity of the true registered position. This en-
ables the use of local iterative optimization techniques such as the
Powell’s method,12 the downhill simplex method,13 the gradient
descent method (Fu and Kuduvalli, 2008b; Hipwell et al., 2003;
Khamene et al., 2006; Kim et al., 2005; Munbodh et al., 2006,
2007; Penney et al., 1998, 2001, 2007; Zöllei et al., 2001; Bansal
et al., 1999, 2003; Chelikani et al., 2006; Hurvitz and Joskowicz,
2008), the best neighbor search method (Russakoff et al., 2003,
2005a,b; Kubias et al., 2007; Wein et al., 2005) or the hill climbing
method (Liao et al., 2006; Rohlfing et al., 2005a). Some of these ap-
proaches (Powell’s, gradient descent and best neighbor) were re-
cently evaluated in a radiotherapy application (Khamene et al.,
2006) and were found to have approximately equal performance.
However, to enable registration when the initial position is not close
to the correct alignment and to avoid possible local extremes, global
optimization approaches and heuristic search strategies were also
used to bring the registration parameters within the capturing range
of local optimization methods. Different approaches were imple-
mented: simulated annealing (Mahfouz et al., 2003; Dennis et al.,
2005; Mahfouz et al., 2005; Vermandel et al., 2006; Zöllei et al.,
2001), sampling of parameter space (Jans et al., 2006; Lemieux
et al., 1994; Birkfellner et al., 2003; Penney et al., 1998; Munbodh
et al., 2009), Monte Carlo random sampling (Dey and Napel, 2006),
genetic search (Knaan and Joskowicz, 2003), unscented Kalman Filter
(Gong et al., 2006), the pattern search algorithm (Hurvitz and Jos-
kowicz, 2008), multistart strategies (You et al., 2001; Turgeon
et al., 2005) and others. However, while these strategies may
increase the convergence, their diversity is a testament of how
problem-specific they are. A more straightforward and established
11 Bullitt et al. (1999), Liu et al. (1998), Fleute and Lavallee (1999), Groher et al.
(2007b,a), Gueziec et al. (1998, 2000), Brunie et al. (1993), Lavallee and Szeliski
(1995), Zuffi et al. (1999), Yamazaki et al. (2004), Benameur et al. (2003, 2005a,b),
Kaptein et al. (2003), Lamecker et al. (2006), Zikic et al. (2008), Alperin et al. (1994),
Fregly et al. (2005), Murphy (1997, 1999), Florin et al. (2005), Sundar et al. (2006).

12 Clippe et al. (2003), Gottesfeld Brown and Boult (1996), Nakajima et al. (2002,
2007), Rohlfing et al. (2005b), Sarrut and Clippe (2001), Birkfellner et al. (2003), Dey
and Napel (2006), Khamene et al. (2006), Lemieux et al. (1994), Tomaževič et al.
(2003, 2006), Markelj et al. (2008), Chan et al. (2004), Chung et al. (2002), van de
Kraats et al. (2005b).

13 Birkfellner et al. (2009), de Bruin et al. (2008), Chen et al. (2007b), Kim et al.
(2001, 2007), Knaan and Joskowicz (2003), Penney et al. (2007), Tang et al. (2004b),
You et al. (2001), Livyatan et al. (2003), Tang and Ellis (2005), Turgeon et al. (2005),
Dong et al. (2008), Sadowsky et al. (2006, 2007).
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approach to avoid false local optima, increase the convergence range,
and speed up the registration is the use of a hierarchical multi-reso-
lution14 and/or a multi-scale (Aouadi and Sarry, 2008; Rohlfing et al.,
2005a,b; Russakoff et al., 2003, 2005a,b; Kubias et al., 2007;
Munbodh et al., 2009) search strategy. Nevertheless, such strategies
are not suitable for all image data. Since down-sampling and/or blur-
ring of image data may suppress some image features and make
other non-corresponding image features more similar, the risk of
trapping the optimization in a local optimum may be increased.
Therefore, as also evident from the literature, these approaches are
suitable for registration of image data with a single dominant ana-
tomical structure like the head or large bones, or when models of
the anatomical structures obtained by segmentation are used.

3.7. Subject of registration

According to the subject, 3D/2D registrations can be divided
into intrasubject and atlas registrations. Intrasubject registration
is performed between images of the same patient. This type of
3D/2D registration is most common, since registration between
3D and 2D images is usually used to establish the position of 3D
imaged anatomy of the patient in the coordinate system of the
treatment room. When 3D imaging is not possible, 3D/2D registra-
tion of an atlas to a limited number of X-ray projection images may
be used to obtain a patient-specific 3D shape reconstruction of the
anatomy of interest (Benameur et al., 2005a,b, 2003; Fleute and
Lavallee, 1999; Tang and Ellis, 2005; Zheng et al., 2006a; Yao and
Taylor, 2003; Lamecker et al., 2006; Hurvitz and Joskowicz, 2008;
Zheng et al., 2007; Sadowsky et al., 2006, 2007).

3.8. Object of registration and applications

The anatomical structures, to which the reviewed 3D/2D regis-
trations were most frequently applied were:

� head (brain, skull),
� spine and vertebrae,
� limbs (general, femur, tibia, patella, knee joint, hip joint),
� pelvis (entire, perineum) and
� thorax (entire, heart, ribs).

The most frequent applications of 3D/2D registration methods
in the reviewed literature were the following:

� radiotherapy (patient positioning, patient motion tracking),
� radiosurgery (arteriovenous malformation),
� orthopedic surgery (total hip replacement, knee replacement,

total hip arthroplasty),
� interventional neuroradiology (head, neck, and spine minimally

invasive procedures),
� vascular interventional radiology (angioplasty, shunt,

embolization),
� kinematic analysis (knee kinematics), etc.

The interventions that currently most benefit from 3D/2D im-
age registration are radiotherapy and radiosurgery, where as a re-
sult of the research efforts two commercial systems, Accuray
Cyberknife (Adler et al., 1999; Fu and Kuduvalli, 2008b; Fu and
14 Benameur et al. (2005b), Birkfellner et al. (2003), Byrne et al. (2004), Chen et al.
(2008), Chung et al. (2002), Dey and Napel (2006), Fu and Kuduvalli (2008b,a),
Gueziec et al. (1998, 2000), Hipwell et al. (2003), Ho et al. (2007), Imamura et al.
(2002), Jonic et al. (2003), Kerrien et al. (1999), Khamene et al. (2006), Knaan and
Joskowicz (2003), Lavallee and Szeliski (1995), Lemieux et al. (1994), Munbodh et al.
(2006, 2008, 2007, 2009), Penney et al. (2001, 2007), Tang et al. (2004b), Zhang et al.
(2006), Zheng et al. (2006b, 2008), Zöllei et al. (2001), Kubias et al. (2007), Lamecker
et al. (2006), Cyr et al. (2000).
Kuduvalli, 2008a) and BrainLab Novalis (Agazaryan et al., 2008),
were developed, both of which are DRR-based. In radiotherapy, it
is crucial that the treated anatomy is accurately aligned with radi-
ation beams. Intrinsic 3D/2D registration can be used for treatment
of tumors near bony reference structures like tumor of the brain
since it can be expected that the relation between brain and skull
is almost rigid (Adler et al., 1999; Chen et al., 2006, 2008; Fu and
Kuduvalli, 2008b; Ho et al., 2007; Jin et al., 2006; Khamene et al.,
2006; Gilhuijs et al., 1996b; Murphy, 1997, 1999; Sirois et al.,
1999; LaRose, 2001; Romanelli et al., 2006a). In spinal radiosurgery
the individual vertebrae were rigidly registered (Adler et al., 1999;
Ho et al., 2007; Fu and Kuduvalli, 2008b; Jans et al., 2006; Russakoff
et al., 2005a; Rohlfing et al., 2005a) or the vertebral structures were
used as reference points for non-rigid registration (Fu and
Kuduvalli, 2008a). For alignment and tracking of the prostate,
intrinsic 3D/2D registration of the pelvis as a reference structure
was used (Chelikani et al., 2006; Munbodh et al., 2006, 2008,
2007, 2009; Remeijer et al., 2000; Jans et al., 2006; Bansal et al.,
1999, 2003; Clippe et al., 2003; Chen et al., 2008). However, since
the prostate can move with respect to the pelvis, the registration of
extrinsic markers implanted in the prostate has become the clinical
method of choice (Aubry et al., 2004; Litzenberg et al., 2002; Mu
et al., 2008). The marker point-based approach (Mu et al., 2008)
was used for treating tumors in the liver (Choi et al., 2005), lung
(Christie et al., 2005; Shirato et al., 2000; Schweikard et al., 2004)
and pancreas (Goodman and Koong, 2005), because registration
based on nearby bony structures was not accurate enough. For
treating and tracking lung tumors a 2D/2D registration of pre-cal-
culated to inter-interventional DRRs of the rib cage in combination
with an optical tracker was proposed by Schweikard et al.
(2005).

Many current orthopedic procedures require 3D planning from
pre-interventional CT or MR images, while X-ray imaging is usually
used for guidance. In spine surgery, pedicle screw placement and
cement reinforcement of vertebra are the most frequent applica-
tions of 3D/2D image registration. Since spine is an articulated
structure, registration was based on rigid registration of a single
vertebra (Livyatan et al., 2003; Penney et al., 2001; Tomaževič
et al., 2006; Markelj et al., 2008; Tomaževič et al., 2003; van de
Kraats et al., 2005b; Weese et al., 1997b; Zhang et al., 2006; Jonic
et al., 2003; Hamadeh et al., 1998; Russakoff et al., 2003). The
3D/2D registration can also improve the total hip replacement pro-
cedure. Registration of CT and X-ray images of the femur was used
for positioning of the femoral implant (Gueziec et al., 1998, 2000;
Hurvitz and Joskowicz, 2008; Zheng et al., 2007) and enabled anal-
ysis of cup positioning (Jaramaz and Eckman, 2006; Penney et al.,
2007; LaRose et al., 2000b). 3D/2D registration of CT to a single
fluoroscopic image was used in tracking of the proximal bone frag-
ment in femoral fracture reduction surgery (Nakajima et al., 2007).
3D/2D image registration of knee bones and knee implants was
used to analyze knee kinematics before (Dennis et al., 2005; Fregly
et al., 2005; Tang et al., 2004b; You et al., 2001) and after (Banks
and Hodge, 1996; Hoff et al., 1998; Kaptein et al., 2003; Mahfouz
et al., 2003; Yamazaki et al., 2004; Zuffi et al., 1999; Hermans
et al., 2007a; Fukuoka and Hoshino, 1999) a total knee arthroplasty
procedure. Orthopedic diagnostics may also benefit from 3D anal-
ysis of 2D images. 3D/2D registration was used for measuring the
3D curvature of scoliotic spine (Benameur et al., 2005b) and 3D
reconstruction and classification of the scoliotic rib cage from
biplanar X-ray images (Benameur et al., 2005a).

Interventional neuroradiology and vascular interventional radi-
ology are concerned with performing minimally invasive proce-
dures by maneuvering through blood vessels using image
guidance to reach the treatment site. The former is concerned with
diagnosis and treatment of the head, neck, and spine pathology,
while the latter is concerned with interventions elsewhere in the
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body. In these procedures, a clinician follows the path of the cath-
eter in the patient’s body with the help of dynamic intra-interven-
tional 2D X-ray imaging. For the purpose of diagnosis and planning,
3D CT or MR angiographic images may also be acquired prior to
treatment. To provide 2D and 3D images with high contrast vessel
structures, an opaque contrast material has to be injected into the
patient just before imaging. Due to the complex 3D structure of
vessel trees, catheter navigation supported by 2D imaging is not
trivial. Navigation can be improved by 3D/2D registration. By
incorporating 3D/2D registration the ‘‘road map” obtained from
3D images may be projected and visualized on dynamic 2D X-ray
images or the position of the catheter detected on 2D X-ray images
may be visualized on pre-interventional 3D images. The support of
3D/2D registration was proposed for neuro,15 cardiac (Imamura
et al., 2002; Turgeon et al., 2005; Chen et al., 2007b) and liver
(Groher et al., 2007a,b; Jomier et al., 2006; Zikic et al., 2008) inter-
ventions. We are not aware of any publications on intrinsic 3D/2D
image registrations applied to non-vascular interventional radiology,
e.g. tissue ablation. This is probably due to demanding challenges
that have to be addressed in these applications, in particular the pa-
tient and respiratory motion that is present during such procedures
and the real-time requirements of continuous guidance of the tool.
Therefore, to satisfy these constrains, point-based marker registra-
tion is still preferred, as described in a very recent publication
(Nicolau et al., 2009).

In addition to publications that focus on one or more specific
medical applications a large volume of work is concerned with
generally applicable registration methods, overviews/evaluations
of a specific aspect of 3D/2D registration or ground truth registra-
tion. Generally applicable registration methods propose new
3D/2D registration approaches.16 Several publications focus on speed-
ing up DRR-based methods (Birkfellner et al., 2003, 2005a,b; Rohlfing
et al., 2005b; Russakoff et al., 2005b; Weese et al., 1999; Kubias et al.,
2007; Cyr et al., 2000; Wein et al., 2005) and on comparison/devel-
opment of similarity measures (Birkfellner et al., 2009; Munbodh
et al., 2009; Kim et al., 2007; Penney et al., 1998; Škerl et al.,
2006; Zheng, 2008; Zheng et al., 2006b; Clippe et al., 2003; Hipwell
et al., 2003). Several specific aspects of 3D/2D registration were also
evaluated like preprocessing of images (Kim et al., 2005; Mahfouz
et al., 2005; Nakajima et al., 2002; Jans et al., 2006) and the impact
of X-ray views used for registration (Tomaževič et al., 2007; Yao and
Taylor, 2003; Khamene et al., 2006; Sadowsky, 2007). Finally, three
publicly available gold standard evaluation methodologies were
published (Tomaževič et al., 2004; van de Kraats et al., 2005a; Pawiro
et al., 2010).
4. Evaluation of 3D/2D registration methods

As in any other discipline of medical image processing, evalua-
tion has become an integral part of peer-reviewed publications on
3D/2D registration. Evaluation is paramount as it allows to deter-
mine the performance and limitations of a proposed method. Fur-
thermore, evaluation also clarifies the potential clinical
applications and added value of a method (Jannin et al., 2002). A
prerequisite for evaluation of (3D/2D) image registration is
15 Alperin et al. (1994), Bullitt et al. (1999), Byrne et al. (2004), Chan et al. (2004)
Chung et al. (2002), Florin et al. (2005), Hipwell et al. (2003), Kita et al. (1998), Kerrien
et al. (1999), McLaughlin et al. (2005), Vermandel et al. (2006), Groher et al. (2007b)
Liu et al. (1998), Sundar et al. (2006).

16 Aouadi and Sarry (2008), Brunie et al. (1993), Dey and Napel (2006), Feldmar et al
(1997), Gong et al. (2006), Gottesfeld Brown and Boult (1996), Lamecker et al. (2006)
Lavallee and Szeliski (1995), Lemieux et al. (1994), Liao et al. (2006), Prümmer et al
(2006), Rohlfing and Maurer (2002), Roth et al. (1999), Fleute and Lavallee (1999)
Tang and Ellis (2005), Wunsch and Hirzinger (1996), Zöllei et al. (2001), Dong et al
(2008), Hurvitz and Joskowicz (2008), Qi et al. (2008), Wein et al. (2005).
,
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standardization of evaluation methodology which includes: design
of evaluation image data sets, definition of corresponding ground
truth and its accuracy, selection of evaluation criteria, design of
evaluation metrics and finally design of the evaluation protocol
(Jannin et al., 2002, 2006a,b). Furthermore, the evaluation method-
ology also determines the evaluation objective (Jannin et al.,
2006a), which describes the clinical context and the clinical objec-
tive of the evaluation study. According to the evaluation protocol, a
given evaluation image data set and input parameters are used in
the registration experiment. The output of the image registration
method is then compared to the ground truth registration using
the evaluation metric, which gives a measure of the quality of reg-
istration in reference to the ground truth. Finally, the obtained
quality indices may be used for statistical analysis of the results
and hypothesis testing. Thereby, it can be determined if the pro-
posed registration meets the expected requirements. In addition,
it is also critical that the standardized evaluation methodology is
freely available to enable objective and unbiased comparison be-
tween methods proposed by different authors.

The guidelines for creating a standardized evaluation methodol-
ogy and conducting a reference-based evaluation study were pro-
posed by Jannin et al. (2006a). To the best of our knowledge,
only three 3D/2D registration evaluation methodologies that fol-
lowed these guidelines are publicly available. Tomaževič et al.
(2004)17 used a section of cadaveric lumbar spine comprising verte-
brae L1-L5 with intervertebral disks and several millimeters of soft
tissue and acquired CT, MR and 18 X-ray images separated by 20�
rotation around the axial axis. Similarly, image data in the standard-
ized evaluation methodology proposed by van de Kraats et al.
(2005a)18 consists of 2D fluoroscopic X-ray images and 3D CT, MR
and 3D rotational X-ray images of two defrosted segments of a spinal
column. The gold standard registrations in the first methodology
were obtained by rigid 3D/3D registration of fiducial marker points
in CT and MR to marker points reconstructed from X-ray images,
while the second methodology used a mutual information-based ri-
gid registration of CT and MR images to corresponding 3D rotational
X-ray images (Maes et al., 1997). Most recently, a third standardized
evaluation based on a fresh porcine cadaver head was proposed
(Pawiro et al., 2010). The evaluation methodology image data set
features CBCT, CT, MR-T1, MR-T2, and MR-PD 3D images, and lateral
and anterior posterior kV and MV 2D X-ray images. The gold stan-
dard registrations were obtained by using suitable fiducial markers
attached to the skull of the pig. The most significant advantage of
the latter methodology over the two previously presented, is that
all soft tissue is presented, which much better reflects a realistic clin-
ical situation.

Despite of the three publicly available evaluation methodolo-
gies the authors of new 3D/2D registration methods still most of-
ten evaluate their methods on simulated images only or on their,
publicly unavailable, image data sets with an often unclear evalu-
ation methodology and metrics that do not allow a direct compar-
ison to other published results. This has to be attributed somewhat
to the fact that evaluation methodologies are application specific
and that publications (Tomaževič et al., 2004; van de Kraats
et al., 2005a; Pawiro et al., 2010) are rather recent. However, at
least for 3D/2D registrations which are not aimed at a specific
application, the use of publicly available standardized evaluation
methodologies should/must become a standard approach of per-
formance assessment.
17 http://lit.fe.uni-lj.si/tools.php.
18 http://www.isi.uu.nl/Research/Databases/GS/.
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5. Conclusion

An overview of 3D/2D data registration methods that utilize 3D
pre-interventional CT or MR images and 2D intra-interventional X-
ray projection images has been presented. The publications were
surveyed according to the classification proposed by Maintz and
Viergever (1998). Using such a classification several aspects of
3D/2D registration were examined.

As could be expected, the review of relevant literature did not
put forth any group of methods as clearly superior to others.
Rather, the choice of a particular method depends on the applica-
tion. While feature-based methods dominate where reliable and
straightforward segmentation can be used to determine edges
and surfaces of anatomical structures or structures of interest, i.e.
orthopeadics, the intensity-based methods are more common in
applications where anatomical structures are not as distinctive
and therefore, all image information should be used to achieve reg-
istration. Gradient-based methods seem to fit in between the two
extremes by taking advantage of geometrical as well as intensity
information and as such seem promising in a variety of
applications.

The review revealed that the field of 3D/2D registration is dom-
inated by DRR-based methods. The research efforts culminated in
the development of two commercial IGI treatment suites using
3D/2D DRR-based registration for radiotherapy and radiosurgery
(Accuray Cyberknife, Brainlab Novalis). Thereby, with the introduc-
tion into every day clinical practice the 3D/2D registration reached
an important milestone and became an established image process-
ing technique. At the same time, 3D imaging devices like kV and
MV CBCT were introduced into the radiation therapy room en-
abling 3D/3D pre- to intra-interventional image registration. With
these technological advances the initially set problem of bringing
the high-quality 3D images into the intervention room seems to
be solved to a degree sufficient for clinical implementation. There-
fore, new research challenges for 3D/2D registration have to be
identified and addressed. The most obvious is the extension of rigid
registration approaches to non-rigid which has numerous clinical
applications, e.g. correction of soft tissue deformations during an
intervention. Furthermore, the existing methods need to be im-
proved to enable tracking of the clinical target with rigid or even
non-rigid 3D/2D registration e.g. dynamic tumor motion monitor-
ing during radiotherapy (Choi et al., 2005; Christie et al., 2005;
Shirato et al., 2000; Goodman and Koong, 2005; Gendrin et al.,
2009). But, perhaps the most important issue of all is a continuous
effort on the part of the researches as well as clinicians to work to-
gether in bringing the 3D/2D registration technology into the
clinical theater.
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Tomaževič, D., Likar, B., Pernuš, F., 2006. 3-D/2-D registration by integrating 2-D
information in 3-D. IEEE Trans. Med. Imag. 25 (1), 17–27.
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